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(57) ABSTRACT

An arithmetic processing unit including an SRAM with low
power consumption and performing backup and recovery
operation with no burden on circuits. One embodiment is a
memory device including a plurality of memory cells. The
memory cells include inverters in which capacitors for back-
ing up data are provided. When data of all the memory cells in
aregion is not rewritten after data is returned from the capaci-
tors to the inverters, data in the region is not transferred from
the inverters to the capacitors and the inverters are turned off.
When data of at least one of the memory cells in the region is
rewritten, data in the region is transferred from the inverters to
the capacitors and then power of the inverters are turned off.
In this manner, backup is selectively performed to reduce
power consumption. Other embodiments are described and
claimed.
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1
ARITHMETIC PROCESSING UNIT AND
DRIVING METHOD THEREOF

BACKGROUND OF THE INVENTION

1. Field of the Invention

One embodiment relates to an arithmetic processing unit.

2. Description of the Related Art

In many arithmetic processing units (e.g., central process-
ing units), architecture called stored program system is
employed. In an arithmetic processing unit using the stored
program system, instructions and data for executing the
instructions are stored in a memory device (e.g., a semicon-
ductor memory device), and the instructions and the data are
read sequentially to execute the instructions.

The memory device includes a main memory device for
storing data and instructions and a cache memory which can
perform data writing and data reading at high speed. In order
to reduce access to a low-speed main memory device and
speed up the arithmetic processing, a cache memory is pro-
vided in an arithmetic processing unit between an arithmetic
unit (arithmetic part) or a control unit (control part) of the
arithmetic processing unit and the main memory device. In
general, a static random access memory (SRAM) or the like is
used as a cache memory.

The capacitance of a cache memory provided in an arith-
metic processing unit increases year after year. With this
increase, the proportion of power consumption of a cache
memory to the total consumption of an arithmetic processing
unit remarkably increases; thus, various methods have been
suggested in order to reduce power consumption of the cache
memory.

For example, a method in which a cache memory is divided
into several blocks and the less frequently used blocks (or
lines) acquired by historical information are operated with a
low voltage has been suggested. A method for stopping power
supply to a cache line which is less likely to be accessed has
also been suggested.

The cache memory needs to hold data and the like even
when arithmetic operation is hardly performed. In such a
case, power consumption can be reduced by backing up data
in the other memory device and stopping the supply of power
to the cache memory. The other memory device for backing
up data is preferably provided inside the arithmetic process-
ing unit for a high-speed response.

For example, Patent Document 1 discloses a structure in
which a volatile memory such as an SRAM and a backup
memory having higher data holding characteristics than the
volatile memory are used in combination as a cache memory.
In this structure, data in the volatile memory is backed up in
the backup memory (backup) before power supply is stopped
and the data is returned to the volatile memory (recovery)
after power supply is restarted.

REFERENCE
Patent Document

[Patent Document 1] United States Patent Application Publi-
cation No. 2013/0232365

SUMMARY OF THE INVENTION

An object is to provide an arithmetic processing unit with
low power consumption, a driving method thereof, the archi-
tecture thereof, or the like. Another object is to provide an
arithmetic processing unit with stable data holding character-
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istics, a driving method thereof, the architecture thereof, or
the like. Another object is to provide a novel arithmetic pro-
cessing unit (or a novel electronic device), a driving method
thereof, the architecture thereof, or the like. Another object(s)
is one derived from the description of the specification, the
drawings, the claims, and the like.

An arithmetic processing unit including even-numbered
inverters in which each output is input directly or indirectly to
the other inverter (or one of the other inverters), a transistor, a
capacitor, a memory cell array in which memory cells are
arranged in a matrix, and a backup and recovery driver (here-
inafter, referred to as backup/recovery driver). In the memory
cells, the even-numbered inverters each having an output that
is directly or indirectly input to the capacitor via the transistor.
The backup/recovery driver performs a first processing for
transferring data from the capacitor to the even-numbered
inverters and a second processing for transferring data from
the even-numbered inverters to the capacitor. The backup/
recovery driver does not perform the second processing and
stops power supply to the memory cell array when data is not
rewritten after the first processing in any memory cell in a first
region of the memory cell array. The backup/recovery driver
performs the second processing and stops power supply to the
memory cell array when data is rewritten after the first pro-
cessing in at least one memory cell in the first region of the
memory cell array. A signal for identifying the first region of
the memory cell array and a signal for instructing data writing
to the memory cell array may be input to the backup/recovery
driver. The backup/recovery driver is connected to a plurality
of wirings which are connected to gates of the transistors in
the memory cells, and the first processing and the second
processing may be performed by changing potentials of the
plurality of wirings. The transistor in the memory cell
includes an oxide semiconductor, and the oxide semiconduc-
tor may include a channel formation region. The transistor in
the memory cell includes a semiconductor film, and the semi-
conductor film may include a channel formation region. The
backup/recovery driver includes an SR flip flop and an AOI
gate. The output of the SR flip flop may be input to the AOI
gate and the output of the AOI gate may determine the output
of the backup/recovery driver.

A driving method of an arithmetic processing unit includ-
ing even-numbered inverters in which each output is input
directly or indirectly to the other inverter (or one of the other
inverters), a transistor, a capacitor, and a memory cell array in
which memory cells are arranged in a matrix. In the memory
cells, the even-numbered inverters each having an output that
is directly or indirectly input to the capacitor via the transistor.
The driving method of the arithmetic processing unit includes
a first process for transferring data from the capacitor to the
even-numbered inverters and a process for stopping power
supply to the memory cells after the first process. When any
one of the memory cells in a first region is rewritten after the
first process, power supply to the memory cell is stopped after
a second process for transferring data from the even-num-
bered inverters to the capacitor. When any of the memory
cells in the first region is not rewritten after the first process,
the second process is not performed and power supply to the
memory cells is stopped. The arithmetic processing unit may
be configured to determine that data is rewritten in any of the
memory cells in the first region when a signal for identifying
the first region of the memory cell array and a signal for
instructing data writing to the memory cell array are input at
the same time. The first process and the second process may
be performed by changing the potential of a gate of the tran-
sistor. Other embodiments may be claimed.
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At least one of these objects can be solved: to provide an
arithmetic processing unit with low power consumption, a
driving method thereof, the architecture thereof, or the like, to
provide an arithmetic processing unit with stable data holding
characteristics, a driving method thereof, the architecture
thereof, or the like, to provide a novel arithmetic processing
unit (or a novel electronic device), a driving method thereof,
the architecture thereof, or the like, an object derived from the
description of the specification, the drawings, the claims, and
the like.

BRIEF DESCRIPTION OF THE DRAWINGS

FIGS. 1A and 1B illustrate a configuration example of a
memory device.

FIG. 2 illustrates a configuration example of a memory
device.

FIG. 3 illustrates a configuration example of a memory
device.

FIG. 4 illustrates a configuration example of a memory
device.

FIG. 5 illustrates a configuration example of a memory
device.

FIGS. 6 A and 6B each illustrate a configuration example of
a memory device.

FIGS. 7A and 7B illustrate a configuration example of a
memory device.

FIGS. 8A and 8B illustrate a configuration example of a
memory device.

FIG. 9 illustrates a configuration example of a memory
device.

FIG. 10 illustrates a configuration example of a memory
device.

FIGS.11A and 11B each illustrate a configuration example
of'a memory device.

FIGS.12A and 12B each illustrate a configuration example
of'a memory device.

FIGS.13A and 13B each illustrate a configuration example
of'a memory device.

FIGS. 14A to 14E illustrate configuration examples of a
memory device.

FIGS. 15A and 15B illustrate a configuration example of a
memory device.

FIGS.16A and 16B each illustrate a configuration example
of'a memory device.

FIGS. 17A and 17B show an operation example of a
memory device.

FIG. 18 illustrates a configuration example of a memory
device.

FIG. 19 illustrates a configuration example of a memory
device.

FIGS. 20A to 20C illustrate configuration examples of a
memory device.

FIGS. 21A and 21B illustrate an example of a cross-sec-
tional structure of a memory device.

FIG. 22 illustrates an example of a cross-sectional structure
of'a memory device.

FIGS. 23A to 23C illustrate an example of a structure of an
oxide semiconductor.

FIGS. 24 A to 24D illustrate an example of a structure of an
oxide semiconductor.

FIGS. 25A to 25F illustrate electronic devices each includ-
ing an arithmetic processing unit.

DETAILED DESCRIPTION OF THE INVENTION

Hereinafter, embodiments of the present invention will be
described in detail with reference to the accompanying draw-
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4

ings. Note that the present invention is not limited to the
description below, and it is easily understood by those skilled
in the art that a variety of modifications can be made to the
modes and details without departing from the spirit and scope
of the present invention. Therefore, the present invention
should not be construed as being limited to the following
description of the embodiments. Embodiments described
below can be implemented in combination with any of the
other embodiments as appropriate.

Note that in the following embodiments, the same portions
or portions having similar functions are denoted by the same
reference numerals in different drawings, and explanation
thereof will not be repeated. “High” and “low” of signals can
be reversed depending on the circuit configuration.

Embodiment 1

In this embodiment, a configuration example of a memory
device is described with reference to FIGS. 1A to 16B and
FIGS. 18 to 20C, and an example of a method for driving the
memory device is described with reference to FIGS. 17A and
17B. The memory device of this embodiment can be used as
a cache memory in an arithmetic processing unit, for
example, and may be used in other devices. For example, the
memory device can be used as a cache memory in a magnetic
memory device, a cache memory in a flash memory, or a
cache memory in a memory device in which a magnetic
memory element and a semiconductor memory element such
as a flash memory are combined.

FIG. 1A illustrates a structure of a memory device 100a.
The memory device 100a includes a bit line driver 101, a
word line driver 102, a backup/recovery driver 103, and a
memory cell array 104a.

The bitline driver 101 is connected to a plurality of bit lines
BLa(BLa(1),BLa(2),...,BLa(n) and the like) and a plurality
of bit lines BLb (BLb(1), BLb(2), . . ., BLb(n) and the like)
and outputs a signal to the bit lines BLa and the bit lines BLb.
The word line driver 102 is connected to a plurality of word
lines WL (WL(1), WL(2), WL(3), and the like) and outputs a
signal to the word line WL. The backup/recovery driver 103 is
connected to a plurality of control lines CL, (CL(1), CL(2),
CL(3), and the like) and outputs a signal to the control lines

L

In the memory cell array 104a, memory cells MC (MC(1,
1), MC@2,1), MC@3,1), . . . , MC1y2), MCQ)y2),
MC(3,2),...,MC(1,n), MC(2,n), MC(3,n)) are arranged in a
matrix. Each memory cell MC is connected to the bit line
BLa, the bit line BLb, the word line WL, and the control line
CL.

FIG. 1B is an example of a connection relationship and a
circuit configuration of the memory cell MC (3, 2). The
memory cell MC (3, 2) is connected to the bit line BLa (2), the
bit line BLb(2), the word line WL(3), and the control line
CL(3). The memory cell MC(3,2) includes an inverter 105, an
inverter 106, an access transistor 107, an access transistor
108, a transistor 109, a transistor 110, a capacitor 111, and a
capacitor 112. Other memory cells MC has the same struc-
ture.

A circuit including the inverters 105 and 106 and the access
transistors 107 and 108 is used for a memory cell in a general
SRAM. Note that another circuit configuration which is used
for a memory cell in an SRAM can be used, and without
limitation to an SRAM, a memory cell including a loop of a
plurality of inverters can be used. A switch such as a transistor
may be provided between inverters. The transistor 110 and
the capacitor 112 may be omitted.

The memory cell MC(3,2) is a general SRAM cell further
including the capacitors 111 and 112 in which the conduction
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between the capacitors 111 and 112 and the inverters 105 and
106 is controlled by the transistors 109 and 110 each having
sufficiently high off-state resistance to hold or release electric
charge accumulated in the capacitors 111 and 112. Each gate
of'the transistors 109 and 110 is connected to the control line
CL, and the switching of the transistors 109 and 110 is con-
trolled with the potential of the control line CL.

For example, when the inverters 105 and 106 are in a
certain state, the transistor 109 is turned on, so that the poten-
tial of one electrode of the capacitor 111 on the transistor 109
side becomes close to an output potential of the inverter 106.
The smaller the on-state resistance of the transistor 109 is and
the smaller the capacitance of the capacitor 111 is, the faster
the potential of the capacitor 111 becomes close to the output
potential. In this manner, the output potential of the inverter
106 can be copied.

The transistor 109 is then turned off, and the potential of the
electrode ofthe capacitor 111 on the transistor 109 side is held
for a while. In the case of cutting the power of the inverter 106,
for example, the output potential of the inverter 106 is
changed and accordingly the potential of the electrode of the
capacitor 111 on the transistor 109 side is changed. The larger
the off-state resistance of the transistor 109 is and the larger
the capacitance of the capacitor 111 is, the longer the time
taken for the change is.

A ftransistor including a variety of oxide semiconductors
described in Patent Document 1 can be used as the transistors
109 and 110, but without limitation, and other materials such
as silicon may be used. A material which can be used is
determined by the capacitance of the capacitors 111 and 112,
the on-state resistance or the off-state resistance of the tran-
sistors 109 and 110, the ratio between the on-state resistance
and the off-state resistance, or time allowed or limited by the
operations of the memory device. A semiconductor film
including a channel formation region is preferable because
the off-state resistance can be increased and the on-state
resistance is not increased so much.

In general, in a semiconductor material whose mobility is
low, the on-state resistance is high and the off-state resistance
is also high, and thus charge can be held for a longer time.
When the ratio of the off-state resistance with respect to the
on-state resistance is above a certain value, hold time can be
increased longer enough than the time taken for backup or
recovery which is described later.

Note that backup is not necessarily needed in all the
memory cells MC. For example, in the case where data of a
memory cell MC is not rewritten after recovery (such state
can be referred to as clean state), data which is backed up last
time is stored in the capacitors 111 and 112.

In contrast, in the case where data is rewritten even just
once after recovery (such state is also referred to as dirty
state), data stored in the capacitors 111 and 112 has a possi-
bility to be different from the data which is backed up last
time. Note that even in the dirty state, the data is the same as
before in some cases.

When data is not rewritten at all after recovery in all the
memory cells MC in one row (line), for example, backup is
unnecessary for the data in that row because data backed up
last time is stored in all the capacitors 111 and 112 in the
memory cells MC in that row. The supply of signals to the
control line CL in that row is thus unnecessary.

Because the total capacitance of the control lines CL is
large, alarge amount of charge needs to be transferred in order
to raise and lower the potentials of all the control lines CL. and
power consumption is thus increased. Furthermore, large cur-
rent flows instantaneously as time taken for the charge trans-
fer is short.
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The large current becomes a heavy load on the power
source of the arithmetic processing unit, and voltage drop and
the like may be caused. The large current can be a factor of
backup failure or deformation or rupture of lines due to the
large current.

Thus, it is effective to perform backup not in the entire
memory cell array 104 but only in a required row or part, in
terms of reduction in power consumption and prevention of
instantaneous large current. Such a backup method is referred
to as selective backup.

In the selective backup, the backup/recovery driver 103
supplies a signal to the control lines CL according to the
rewrite state of the memory cell array 104a after the last
recovery so that backup is performed only to a selected row or
part where backup is needed.

FIG. 2 is another example of the memory device of this
embodiment. A memory device 1005 is configured to inde-
pendently control groups of adjacent three control lines CL.
That is, the memory cells MC in the first, second, and third
rows are connected to the control lines CL(1), CL(2), and
CL(3), respectively, and the memory cells MC in the fourth,
fifth, and sixth rows are connected to the control lines CL.(4),
CL(5), and CL.(6), respectively. In addition, the same signal is
supplied to the control lines CL.(1), CL(2), and CL.(3), and the
same signal is supplied to the control lines CL.(4), CL(5), and
CL(6). A memory device 100c¢ shown in FIG. 3 is a modifi-
cation example in which buffers 113 are provided between the
backup/recovery driver 103 and the control lines CL.

In the memory devices 1005 and 100c¢, when data is not
rewritten after recovery in all the memory cells MC in the first
to third rows, the backup/recovery driver 103 does not supply
a signal to the control lines CL(1) to CL(3) in backup opera-
tion. Backup is thus not performed in the memory cells MC in
the first to third rows. In contrast, when data is rewritten after
recovery in at least one of the memory cells MC in the first to
third rows, the backup/recovery driver 103 supplies a signal to
the control lines CL(1) to CL(3) in backup operation.

Note that in order to improve integration, a control line CL.
may be shared by memory cells in adjacent two rows. For
example, a control line CL.(1/2) may be provided between the
first row and the second row as shown in FIG. 4. FIG. 5 shows
a memory device 1004 including a memory cell array 1045
using such a structure.

Note that the position of the backup/recovery driver 103 for
controlling the plurality of control lines CL is not limited to
the above. A memory device 100e in FIG. 6 A and a memory
device 100f in FIG. 6B are other examples. The backup/
recovery driver 103 may be included inside the word line
driver 102 as in FIG. 6A, outside the word line driver 102 as
in FIG. 6B, between the word line driver and the memory cell
array (not shown), or inside the memory cell array (not
shown).

FIG. 7A is an example of (part of or a whole) signal path of
the memory devices 100a to 100/ and modification examples
of'them (hereinafter, referred to as memory device 100). The
bit line driver 101 includes a precharge equalizer 114, a sense
amplifier 115, a write circuit 116, and a column decoder 117.
The word line driver 102 includes a buffer circuit 118 and a
row decoder 119. The memory device 100 further includes a
control logic circuit 120 and a data output circuit 121. Note
that the memory cell array 104a or 1045 or a modification
example of them can be used as the memory cell array 104.

A write data WDATA, an address data ADDR, a chip
enable signal CE, a global write enable signal GW, a byte
write enable signal BW, and the like are input to the memory
device 100. Among them, the chip enable signal CE, the
global write enable signal GW, and the byte write enable
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signal BW are input to the control logic circuit 120. The
signals processed in the control logic circuit 120 are not
limited to them, and other control signals may be input as
needed. The write data WDATA is input to the write circuit
116. The address data ADDR is input to the column decoder
117 and the row decoder 119. A backup/recovery signal BRS
is input to the backup/recovery driver 103. The backup/recov-
ery signal BRS may be input from a plurality of paths. Note
that other signals such as a clock signal CLK may be input,
and all of the above signals are not always necessary.

The control logic circuit 120 processes the chip enable
signal CE, the global write enable signal GW, and the byte
write enable signal BW, and outputs signals for controlling
the column decoder 117 and the row decoder 119. The signals
are input to the column decoder 117 and the row decoder 119.
The bit line driver 101 supplies a signal to a bit line BLa and
a bit line BLb, and the word line driver 102 supplies a word
line WL signal according to these signals, the write data
WDATA, and the address data ADDR. The backup/recovery
driver 103 supplies a signal to the control line CL. based on the
backup/recovery signal BRS. The signal output from the
sense amplifier 115 is output from the memory device 100 via
the data output circuit 121.

FIG. 7B shows an example of some or all power lines in the
memory device 100. A potential VDDH, a potential VDDD, a
potential VDDM, a potential VSSM (<the potential VDDM),
and a potential VSSS (<the potential VDDD) are supplied to
the memory device 100.

Note that VDDH>VDDD>VDDM>VSSM>VSSS is sat-
isfied, for example. Here, a potential output from the inverter
106 is higher than the potential VSSM, whereas a potential of
the control line CL for turning off the transistor 109 is
approximately VSSS; thus, the off-state resistance of the tran-
sistor 109 can be increased as compared with the case where
VSSM is equal to VSSS.

VDDD and VSSS are supplied to the bit line driver 101, the
word line driver 102, the control logic circuit 120, and the data
output circuit 121. VDDH and VSSS are supplied to the
backup/recovery driver 103. VDDM and VSSM are supplied
to the memory cell array 104.

A power gating switch 122, a power gating switch 123, and
apower gating switch 124 are respectively provided between
a terminal for supplying VDDD, the bit line driver 101, the
word line driver 102, the control logic circuit 120, and the data
output circuit 121, between a terminal for supplying VDDM
and the memory cell array 104, and between a terminal for
supplying VDDH and the backup/recovery driver 103. Some
or all the switches are turned off while reading data or writing
data from/into the memory cell array 104 is not necessary
(while the memory cell array is not accessed from outside),
reducing power consumption.

FIG.9is an example in which a p-channel transistor is used
as each of power gating transistors 125, 126, and 127 corre-
sponding to the power gating transistors 122,123, and 124. A
power gating signal PG_P is supplied to each gate of the
power gating transistors 125 and 127, and a power gating
signal PG_M is supplied to a gate of the power gating tran-
sistor 126 to switch on or off the power gating transistors 125,
126, and 127.

Because the off-state resistance of the power gating tran-
sistors 125, 126, and 127 is sufficiently high, when one or
more of the power gating transistors 125, 126, and 127 is
turned off, potential(s) corresponding to one or more
circuit(s) become substantially VSSS or VSSM in the
description below.

Note that each of the power gating switches 122, 123, and
124 may include a plurality of switches which are indepen-
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dently controlled. For example, the memory cell array 104 is
divided into some parts and a plurality of power gating
switches 123 is provided to control power supply to each part.

FIG. 8A is an example including only a power gating
switch 1234 and not including the power gating switches 122
and 124. FIG. 8B is another example including only a power
gating switch 1235 between a terminal for supplying VSSM
and the memory cell array 104.

An arithmetic processing unit may include a plurality of
memory cell arrays. FIG. 10 shows a memory device 100g
including four memory cell arrays (memory cell arrays 104A
to 104D). The memory cell arrays 104 A to 104D respectively
include bit line drivers 101 A to 101D, word line drivers 102A
10 102D, backup/recovery drivers 103A to 103D, and the like.
The number of memory cell arrays may be two or more
without limitation to four.

The bit line driver 101, the word line driver 102, the
backup/recovery driver 103, the memory cell array 104, or the
modifications thereof can be used. The unit also includes a
circuit needed for operation of the memory cell array, a circuit
needed for accompanying operation of circuits, and the like
(not illustrated, see FIG. 7A).

The four memory cell arrays and the circuits included in
them include power gating switches 122A to 122D, 123A to
123D, and 124A to 124D. For example, the power gating
switches 122A to 122D control power supply to the bit line
drivers 101A to 101D and the word line drivers 102A to
102D. The power gating switches 123 A to 123D respectively
control power supply to the memory cell arrays 104A to
104D. The power gating switches 124 A to 124D respectively
control power supply to the backup/recovery drivers 103A to
103D.

Note thatapotential VSSS and a potential VSSM which are
lower are also supplied to the memory device 100g in addition
to VDDH, VDDD, and VDDM (not shown in FIG. 10). FIG.
7B can be referred to for the potentials supplied to the
memory device 100g.

In the memory device 100g, backup in the memory cell
arrays 104A to 104D can be performed in such a manner that
only data of a memory cell array including memory cells
whose data is rewritten after recovery (only a dirty memory
cell array) is backed up.

Because a cache memory has time and spatial locality in
general, which part of data to be rewritten can be identified
when time is limited in a short period. Data to be rewritten
part can be limited in a certain region.

For this reason, the frequency of occurrence of the case
where only one of the memory cell arrays 104A to 104D is
rewritten (this memory cell array is called a dirty memory cell
array) and the other three is not rewritten at all (they are called
clean memory cell arrays) after recovery is very high, espe-
cially in lower cache memories (e.g., .2 and [.3). In that case,
backup is performed only in the dirty memory cell array and
thus a required power for driving control lines CL can be
almost a quarter of that in the case where backup is performed
in all the memory cell arrays.

In an L1 cache memory, a register, or the like, rewriting
might be performed frequently over the entire region, and
cannot be performed at the row level in many cases, in which
case it is preferable to determine whether to perform backup
in each row.

Details of the backup/recovery driver 103 will be
described. As described above, the backup/recovery driver
103 determines whether to perform backup on a row, group of
rows, or larger unit (a subarray or a memory cell array) basis
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depending on whether the row or the larger unit is clean or
dirty. This operation may be performed using a circuit (hard-
ware) or software.

A signal SIG1 and signals XA(1) to XA(n) which can
identify a selected position or part where backup is performed
are directly or indirectly input to a backup/recovery driver
103a shown in FIG. 11A. As the signal SIG1 and the signals
XA(1) to XA(n), a signal which is input to another circuit
such as a memory and appropriately processed, and input to
the backup/recovery driver 103a may be used.

As the signal XA, an output potential of a word line, a row
address signal RA described later, a subarray select signal
SEL, or the like can be used. The signal SIG1 contains infor-
mation on backup, recovery, and data rewriting and may be
input through a plurality of paths. Examples of the signal
SIG1 is a write enable signal WE, a backup/recovery signal
BRS, and the like.

Note that the signal XA may contain information on data
rewriting. In the case of an SRAM cell in which reading
operation and writing operation use different word line to
transmit signals, for example, a signal of a word line through
which a signal is transmitted only in writing may be XA. In
that case, the signal SIG1 does not need to contain informa-
tion on data rewriting.

The backup/recovery driver 103a holds the signals inside
or outside and supplies a potential for backup to the control
lines CL(1) to CL(n) where backup is required.

The backup/recovery driver 103a shown in FIG. 11A
includes one output for one signal XA, whereas a backup
recover driver 1035 shown in FIG. 11B includes one output
for a plurality of signals XA. In the backup/recovery driver
1034, one output is provided for three signals XA (e.g., sig-
nals XA(1) to XA(3)) and is divided into three to the control
lines CL(1) to CL(3).

A backup/recovery driver 103¢ shown in FIG. 12A
includes a memory inside and is supplied with dirty enable
signals DE(1) to DE(n) in the first row to the n-th row. The
dirty enable signal DE goes high when data is rewritten or the
same data is overwritten after recovery in memory cells MC
in a row (or in a larger unit), that is, the memory cells become
dirty. The dirty enable signal DE goes high several times after
recovery in some cases.

A signal SIG2 is also input to the backup/recovery driver
103¢. The signal SIG2 relates to operation of the backup/
recovery driver 103¢ and may be input through a plurality of
paths. For example, the backup/recovery signal BRS is
included.

The backup/recovery driver 103¢ holds the dirty enable
signals DE(1) to DE(n) and supplies a potential required for
backup to the control lines CL(1) to CL(n) according to the
signal SIG2, that is, supplies a potential for turning on the
transistor 109 or 110 to a control line CL in a row (or in a
larger unit) where the dirty enable signal DE goes high even
just once after recovery.

Data based on the dirty enable signals DE(1) to DE(n)
which are held in the backup/recovery driver 103c¢ is erased
(reset) in the intervals between the recovery and a normal
operation after the backup.

FIG. 12B shows a backup/recovery driver 1034 and a
memory 150 outside the backup/recovery driver 103d. The
memory 150 holds data based on the dirty enable signals
DE(1) to DE(n), and the backup/recovery driver 1034 sup-
plies a required potential to the control lines CL(1) to CL(n)
according to the data and the signal SIG2. The memory 150
may be part of the memory cell array 104, for example.
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The dirty enable signals DE(1) to DE(n) which are held in
the memory 150 is erased in the intervals between the recov-
ery and a normal operation after the backup.

In the case where the memory 150 has a structure in which
data of a bit group in one column in the memory cell array 104
is not backed up, when the memory cell array 104 is powered
off after backup of other memory cells MC, the data in the bit
group is automatically erased.

Any data (e.g., data “0”) is automatically written in recov-
ery, and another data (e.g., data “1”) is automatically written
and held when the dirty enable signal DE is input.

FIG. 13A shows a backup/recovery driver 103e as an
example of the backup/recovery driver 103¢. The backup/
recovery driver 103¢ includes backup/recovery output cir-
cuits 151(1) to 151(#) in respective rows (or respective larger
units).

The dirty enable signals DE(1) to DE(n) are respectively
input to and held in the backup/recovery output circuits 151
(1) to 151(n).

The backup enable signal BKE and the recovery enable
signal RCE which are part of or the whole backup/recovery
signal BRS are input to the backup/recovery output circuits
151(1) to 151(n).

The backup/recovery output circuits 151(1) to 151(n) are
respectively connected to the control lines CL(1) to CL(n).

Note that booster circuits 152 or other circuits may be
provided between the backup/recovery output circuits 151
and the control lines CL like a backup/recovery driver 103/in
FIG. 13B.

FIG. 14A is an example of the backup/recovery output
circuit 151. The backup/recovery output circuit 151 includes
an SR flip flop 153, an AND gate 154, a NOR gate 155, and
odd inverters 156 which are connected in series. An AOI
(AND-OR-Invert) gate is composed of the AND gate 154 and
the NOR gate 155.

The dirty enable signal DE and the recovery enable signal
RCE are input to a terminal S and a terminal R, respectively,
of'the SR flip flop 153. Because of the circuit characteristics,
the dirty enable signal DE and the recovery enable signal
RCE do not get high at the same time, and also the backup
enable signal BKE and the recovery enable signal RCE do not
get high at the same time.

Focusing on the latter characteristic, an XOR gate or an
XNOR gate can be used instead of the NOR gate 155. Note
that the number of the inverters 156 is zero or an even number
in the case of using an XOR gate (see FIG. 15A).

In general, the AND gate 154 includes the NAND gate 162
and the inverter 163 connected in series as shown in FIG. 15B,
and an output signal of the NAND gate 162 corresponds to an
inverted signal of an output signal of the inverter 163. These
signals may be used as input signals of the XOR gate.

FIG. 15B shows an XOR gate 161 including a P-channel
transistor 164, an N-channel transistor 1645, a P-channel
transistor 164c¢, and an N-channel transistor 164d. An
inverter, which is necessary in a common XOR gate, becomes
unnecessary in the XOR gate 161 in FIG. 15B because not
only the recovery enable signal RCE and an output signal of
the AND gate 154 but also an inverted signal of the output
signal of the AND gate 154 are input.

In FIG. 14A, the AND gate 154 outputs high when both of
the backup enable signal BKE and the output of the SR flip
flop 153 are high. Note that this function can be achieved by
a circuit other than an AND gate.

For example, the SR flip flop 153 is configured to output
low when dirty and output high when clean, and the output of
the SR flip flop 153 and an inverted signal of the backup
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enable signal BKE (i.e., a signal which is normally high and
changes to low in backup) are input to an NOR gate.

Furthermore, in FIG. 14A, either the recovery enable sig-
nal RCE or the output of the AND gate 154 goes high by the
NOR gate 155 and the output of the NOR gate 155 becomes
low. Such a function can be performed in a circuit other than
an NOR gate; for example, an XOR gate can be used instead
of'an NOR gate as described above.

The backup/recovery output circuit 151, in general expres-
sion, includes a first circuit to which the output of the SR flip
flop 153 (or a circuit having an equivalent function) and the
backup enable signal BKE or an inverted signal thereof are
input and a second circuit to which the output of the first
circuit and the recovery enable signal RCE or an inverted
signal thereof are input. The first circuit and the second circuit
can achieve at least one of OR logic, NOR logic, AND logic,
NAND logic, XNOR logic, and XOR logic.

The backup/recovery output circuit 151 may include a
three-input logic circuit satisfying a truth table shown in Table
1 or the derivative thereof (described later).

SR-FF in the table means the output signal of the SR flip
flop 153 shown in FIG. 14A. Here, “1”” and “0”” mean dirty and
clean, respectively. BKE means the backup enable signal
BKE, and “1” denotes that backup is performed and “0”
denotes other cases. BKE means the recovery enable signal
RCE, and “1” denotes that recovery is performed and “0”
denotes other cases.

TABLE 1
SR-FF BKE RCE OUT_A OUT_B
0 0 0 0 1
0 0 1 1 0
0 1 0 0 1
0 1 1 any any
1 0 0 0 1
1 0 1 1 0
1 1 0 1 0
1 1 1 any any

In Table 1, OUT_A and OUT_B are both an output signal
of the three-input logic circuit, and OUT_B is an inverted
signal of OUT_A. Either OUT_A or OUT_B may be output.
Note that “any” means that either “1”” or “0” is possible. This
is because the backup enable signal BKE and the recovery
enable signal RCE do not get high at the same time as
described above, and there is no point in considering a com-
bination of high BKE and high RCE.

For example, the AOI gate in FIG. 14A satisfies OUT_B in
Table 1. When the backup enable signal BKE and the recov-
ery enable signal RCE are both “1”, OUT_B is “0”. Note that
OUT_B here can be either “1” or “0” as described above, and
a logic gate from which OUT_B is obtained is not limited to
the AOI gate.

The true table in Table 1 and the derivative can also be
achieved using a multiplexer without limitation to a logic
gate.

A multiplexer 165a in FIG. 16A includes a plurality of
switches, and OUT_A can be “0” (potential VSSS) or “1”
(potential VDDH) depending on combination of conduction
of switches. As described above, when the recovery enable
signal RCE is “1”, OUT_A is “1” and when the backup enable
signal BKE is “0”, OUT_A is “0”; thus, the structure of the
multiplexer 1654 can be simpler than that of a common three-
input multiplexer. A multiplexer 1655 shown in FIG. 16B is
employed to output OUT_B in Table 1.

12
Note that “0” and “1” of SR-FF in Table 1 can be replaced
as in Table 2 below.

TABLE 2
5
SR-FF BKE RCE OUT_A OUT_B
1 0 0 0 1
1 0 1 1 0
1 1 0 0 1
1 1 1 any any
10 0 0 0 0 1
0 0 1 1 0
0 1 0 1 0
0 1 1 any any

Also for BKE and RCE, “0” and “1” may be switched
individually. A truth table in which “0” and “1” interchange is
called a derivative. When “0” and “1” for SR-FF, BKE, and
RCE are switched individually, there are six derivatives of
20 Table 1 and Table 2.

FIG. 14B is an example of a circuit configuration of the SR
flip flop 153. The SR flip flop 153 includes an inverter 157a,
an inverter 1575, a NAND gate 158a, and a NAND gate 1585.
The dirty enable signal DE and the recovery enable signal
RCE are input to the inverter 157a and the inverter 1575,
respectively. The output of the NAND gate 1585 and the
output of the NAND gate 158a are input to the NAND gate
158a and the NAND gate 1585, respectively.

Note that one or both of the inverters 1574 and 1575 are not
30 needed depending on the definition of the dirty enable signal
DE and the recovery enable signal RCE. For example, when
the dirty enable signal DE indicating a dirty state is low, the
inverter 157a is unnecessary.

Although the dirty enable signal DE can be sometimes
obtained as the output of an AND gate as described later, an
AND gate is composed of a series-connected NAND gate
inverter in many cases. Thus, the output signal of the inverter
157a and the output signal of the NAND gate in the AND gate
are the same, and the inverter 157a is unnecessary.

In the SR flip flop 153 shown in FIG. 14B, the potential of
aterminal Q is kept high when the dirty enable signal DE goes
high just once. Also when the dirty enable signal DE goes
high for the second time, the potential of the terminal Q is kept
high. Note that when the recovery enable signal RCE goes
high, the potential of the terminal Q is changed and kept at
low.

Inthe SR flip flop 153, when the terminal to which the dirty
enable signal DE is input is interchanged with the terminal to
which the recovery enable signal RCE is input, the potential
50 of the terminal Q becomes high when the recovery enable
signal RCE is set high and the potential of the terminal Q
becomes low when the dirty enable signal DE is set high.

Operation examples of the backup/recovery output circuit
151 and related circuits will be described with reference to
FIGS. 17A and 17B.

First, recovery operation is described with reference to
FIG. 17A. A power gating signal PG_M and a power gating
signal PG_P are both high, and the power gating transistors
125 to 127 shown in FIG. 9 are all off in a period SD.

Then, the power gating signal PG_P is set low, and the
power gating transistors 125 and 127 are turned on, so that
power is supplied to the bit line driver 101, the word line
driver 102, and the backup/recovery driver 103 (including the
backup/recovery output circuit 151) in a period PP_ON.

Then, the recovery enable signal RCE becomes high in a
period RC. The AOI gate in FIG. 14A outputs low always
when the recovery enable signal RCE is high regardless of the

25

40

60

o
o



US 9,257,173 B2

13

output of the AND gate 154, and the potential of the control
line CL is thus high in a period where the recovery enable
signal RCE is high.

As aresult, the transistors 109 and 110 in the memory cell
MC are turned on, and charge accumulated in the capacitors
111 and 112 moves to the input terminals of the inverters 105
and 106.

Note that the recovery enable signal RCE is high and the
dirty enable signal DE is low in the period RC; thus, the
potential of the terminal Q of the SR flip flop 153 becomes
low and kept low. That is, the recovery enable signal RCE also
resets the SR flip flop 153.

After that, the power gating signal PG_M goes low and the
power gating transistor 126 is thus turned on in a period
PM_ON. Power is supplied to the memory cell array 104 (i.e.,
the inverters 105 and 106), and the inverters 105 and 106
output potentials corresponding to the potentials held in
respective capacitors 111 and 112. Then, the recovery enable
signal RCE goes low and the driving state becomes normal.

When data of the memory cell MC is rewritten (i.e., the
memory cell MC is dirty) in the normal driving state, the dirty
enable signal DE goes high. At this time, the backup enable
signal BKE and the recovery enable signal RCE are both low,
and consequently the potential of the terminal Q of'the SR flip
flop 153 goes high and kept high. Note that the output of the
AOI gate of FIG. 14A is kept at high as long as the backup
enable signal BKE or the recovery enable signal RCE is low,
and thus the potential of the control line CL is kept low.

In contrast, when data of the memory cell MC is not rewrit-
ten (i.e., the memory cell MC is clean), the dirty enable signal
DE does not go high and the potential of the terminal Q ofthe
SR flip flop 153 is kept low. The output of the AOI gate in FIG.
14A is kept high and the potential of the control signal CL.
remains low.

Next, backup operation is described with reference to FI1G.
17B. The backup enable signal BKE goes high when backup
is performed (period BK).

Thus, when the potential of the terminal Q of the SR flip
flop 153 is high (dirty), the AOI gate of FIG. 14A outputs low
and the control line CL goes high. The transistors 109 and 110
which are connected to the control line CL are thus turned on
and data of the inverters 105 and 106 are copied into the
capacitors 111 and 112.

In contrast, when the potential of the terminal Q of the SR
flip flop 153 is low, the output of the AOI gate of FIG. 14A is
kept high even when the backup enable signal BKE goes high,
and thus the potential of the control line CL is kept low. That
is, backup is not performed in that case.

The power gating signals PG_M and PG_P are set to high
sometime after the backup enable signal BKE goes low (i.e.,
after period SP) in the period SD. As shown in FIG. 17B, the
power gating signal PG_P may be set high sometime after the
power gating signal PG_M is set high, or the power gating
signal PG_M and the power gating signal PG_P are set high
at the same time. Note that it is possible that only the power
gating signal PG_M is set high and the power gating signal
PG_P remains low.

The dirty enable signal DE is composed of at least the write
enable signal WE and a signal for identifying a region that is
a subject of determination of dirty or clean, such as a row
address signal RA and a subarray selection signal SEL, which
are included in the address data ADDR.

For example, the dirty enable signal DE which is obtained
by inputting the subarray selection signal SEL and the write
enable signal WE into an AND gate 1594 as shown in FIG.
14C goes high when memory cells MC in a certain subarray
are rewritten. In the case of only reading, the write enable
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signal WE does not go high even when the certain subarray is
accessed, and thus the dirty enable signal DE remains low.

For example, a dirty enable signal DE(k) which is obtained
by inputting a row address signal RA(k) for a k-th row, the
subarray selection signal SEL, and the write enable signal
WE into an AND gate 1595 as shown in FIG. 14D goes high
when memory cells MC in the k-th row in a certain subarray
are rewritten. Note that when there is no need to specify a
subarray, the subarray selection signal SEL is not necessarily
input.

For example, as shown in FIG. 14E, a row address RA(1) in
an i-th row, a row address RA(j) in a j-th row, and a row
address RA(k) in a k-th row are input to an OR gate 160 and
output is obtained. The obtained output, the subarray selec-
tion signal SEL, and the write enable signal WE are input to
an AND gate 159¢ and dirty enable signals DE(, j, k) are
obtained, which go high when the memory cell MC in any of
the i-th row, the j-th row, and the k-th row ina certain subarray
is rewritten. Note that when there is no need to specify a
subarray, the subarray selection signal SEL is not necessarily
input. The i-th row, the j-th row, and the k-th row consecutive
rows or not.

The circuit shown in FIG. 14E outputs the dirty enable
signal DE every three rows, or can output the dirty enable
signal DE every 8 or 16 rows.

For example, backup can be efficiently performed with
selective backup by determining whether each row is dirty or
not. Note that the backup/recovery output circuit 151 needs to
be provided in each row in this case, resulting in a larger
number of circuits and a larger area.

For example, when backup is performed by determining
whether each memory cell array is dirty or not as shown in
FIG. 10, backup is concurrently performed even when most
rows are clean.

The granularity of selective backup is determined in con-
sideration of allowed circuit configuration and area, expected
power consumption, and the like. For example, a cache
memory may be configured such that an [.1 cache performs
selective backup every row, an L2 cache performs selective
backup every 4 rows, and an L3 cache performs selective
backup every 16 rows, that is, the unit for performing selec-
tive backup may be increased to lower level.

FIG. 18 shows a backup/recovery driver 103e including a
plurality of backup/recovery output circuit 151 shown in FI1G.
14A. In the backup driver 103e, the dirty enable signals DE
(dirty enable signals DE(1) to DE(n)) are input to in respec-
tive rows.

FIG. 19 shows the case where the dirty enable signals DE
for three rows (DE(1, 2, 3) and DE(4, 5, 6)) are input to the
backup/recovery driver 103e¢ of FIG. 18. Note that the buffer
113 is not always necessary.

Note that an SR flip flop 153 or a circuit having an equiva-
lent function is not limited to FIG. 14B. By changing other
circuit configurations appropriately, a D latch, a D flip flop, an
SR-NOR latch, or the like may be used.

For example, a flip flop 171 shown in FIG. 20A may be
used. The state of the loop of inverters 172a and 17256 can be
changed depending on whether an N-channel transistor 173a
and a P-channel transistor 1735 are on or an N-channel tran-
sistor 173¢ and a P-channel transistor 1734 are on.

Note that an inverted dirty enable signal DEb which is an
inverted signal of the dirty enable signal DE is also input to
the flip flop 171. The inverted dirty enable signal DEb can be
obtained by inverting the dirty enable signal DE using an
inverter, or can be obtained in the process of forming the dirty
enable signal DE as shown in FIG. 20B.
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As shown in FIGS. 14C to 14E, the dirty enable signal DE
is obtained by inputting the write enable signal WE and a
signal containing address information (e.g., row address sig-
nal RA) to the AND gate. As shown in FIG. 20B, in the AND
gate 175, the output of a NAND gate 176 is generally inverted
using an inverter 177 to be the inverted dirty enable signal
DEb.

For example, when the recovery enable signal RCE is low,
the potential of the gate of the N-channel transistor 173« is
low and the potential of the gate of the P-channel transistor
1734 is high (because the recovery enable signal RCE is
inverted by the inverter 174); thus, the N-channel transistor
1734 and the P-channel transistor 1735 are off.

When the dirty enable signal DE is low (the inverted dirty
enable signal DEDb is high), the potential of the gate of the
N-channel transistor 173¢ is low and the potential of the gate
of the P-channel transistor 1734 is high; thus, the N-channel
transistor 173¢ and the P-channel transistor 1734 are off.

Then, when the recovery enable signal RCE is set high, the
potential of the N-channel transistor 173a goes high and the
potential of the gate of the P-channel transistor 1735 goes
low; thus, the N-channel transistor 173a and the P-channel
transistor 17356 are turned on and the potential VSSS (low
potential) is output from the terminal Q (reset). The state of
reset continues after the recovery enable signal RCE goes
low.

When the dirty enable signal DE is high (the inverted dirty
enable signal DED is low), the potential of the gate of the
N-channel transistor 173¢ is high and the potential of the gate
of the P-channel transistor 1734 is low; thus, the N-channel
transistor 173¢ and the P-channel transistor 1734 are on and
the potential VDDH (high potential) is output from the ter-
minal Q (set). The state of set continues after the dirty enable
signal DE goes low and then goes high again.

As described above, the flip flop 171 operates like the SR
flip flop 153, and therefore the output of the terminal Q of the
flip flop 171 may be input to the AOI gate of FIG. 14A.

Note that the size of transistors in the inverters 1724 and
1726 may be designed so that the output of the terminal Q
goes low all the time or with a high probability when supply
of power to the loop of the inverters 172a and 1725 restarts.

In that case, the potential of the terminal Q is automatically
goes low all the time or with a high probability under the state
of'the period PP_ON;; thus, input of the recovery enable signal
RCE, and the N-channel transistor 173a, the P-channel tran-
sistor 1735, and the inverter 174 become unnecessary (see
FIG. 20C).

For example, the ratio of channel width to channel length of
an N-channel transistor of the inverter 172a is set larger than
the ratio of a channel width to a channel length of a P-channel
transistor which is set in consideration of the mobility differ-
ence, or the ratio of channel width to channel length of an
N-channel transistor of the inverter 1725 is set smaller than
the ratio of a channel width to a channel length of a P-channel
transistor which is set in consideration of the mobility differ-
ence.

As apparent from the above, any circuit can be used as the
SR flip flop 153 or the equivalent circuit as long as it outputs
a signal corresponding to a first signal when the first signal is
input to one terminal and keeps outputting the signal even
after the input of the first single is finished, and it outputs a
signal corresponding to a second signal when the second
signal is input to the other terminal and keeps outputting the
signal even after the input of the second single is finished.

For this, the output of a given circuit element is preferably
configured to be input to another circuit element of the same
type or different type. For example, the circuit elements cor-
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respond to the NAND gates 1584 and 1585 in FIG. 14B and
the inverters 172a and 1725 in FIG. 20A. In general expres-
sion, the circuit element is connected to a drain of a P-channel
transistor and a drain of an N-channel transistor, and a signal
is output from the connection portion.

Inthe above examples, the control line CL is provided to be
parallel to the word line WL, but may be provided to be
parallel to the bit line BLa. For example, when backup is
selectively performed on each memory cell array as shown in
FIG. 10, the control line CL is not necessarily provided to be
parallel to the word line WL. In that case, a backup/recovery
driver may be provided so as to face a bit line driver with a
memory cell array provided therebetween, or may be pro-
vided inside or outside the bit line driver, between the bit line
driver and the memory cell array, or inside the memory cell
array. In addition, the memory cell in the above examples has
the circuit configuration of FIG. 1B, but the structure is not
limited to this. Any configuration can be used as long as it
includes a part in a memory cell which can hold data without
power supply, can back up the data in the part before power
supply is interrupted, and can recover the backup data after
power supply is restarted.

Embodiment 2

In this embodiment, a specific device structure of the
memory device 100 (or the memory devices 100a to 100g) in
Embodiment 1 which is a semiconductor device including an
oxide semiconductor transistor (OS transistor) and a single-
crystal silicon transistor (Si transistor) will be described.
<Device Structure>

FIG. 21A is a cross-sectional view of an example of the
device structure of the memory device 100 as a semiconduc-
tor device including an OS transistor and a Si transistor. Note
that FIG. 21A is a cross-sectional view which is not cut the
memory device 100 along a specific line, but explains the
layered structure of the memory device 100. The memory
device 100 in FIG. 21A includes, for example, the inverter
106, the transistor 109, and the capacitor 111 for forming the
memory cell array 104 (or a memory cell MC). A transistor
202 and a transistor 203 are Si transistors for forming the
inverter 106. The transistor 202 and the transistor 203 are a
p-channel transistor and an n-channel transistor, respectively.
The transistor 109 and the capacitor 111 are provided over the
inverter 106.

The memory device 100 is formed using a semiconductor
substrate. The bulk single-crystal silicon wafer 201 is used as
a semiconductor substrate. Note that a substrate for forming a
backplane of the memory device 100 is not limited to the bulk
single-crystal silicon wafer but can be any of a variety of
semiconductor substrates. For example, an SOI semiconduc-
tor substrate including a single-crystal silicon layer may be
used.

The transistors 202 and 203 can be formed over the single-
crystal silicon wafer 201 by a CMOS process. An insulating
layer 210 electrically isolates these transistors from each
other. An insulating layer 211 is formed so as to cover the
transistors 202 and 203. Conductors 231 to 233 are formed
over the insulating layer 211. Conductors 221 to 224 are
formed in openings formed in the insulating layer 211. As
illustrated, a drain of the transistor 202 and a drain of the
transistor 203 are connected via the conductors 221 to 224
and the conductors 231 to 233 to form the inverter 106.

One or more wiring layers are formed over the transistors
202 and 203 by the back end of the line (BEOL) process.
Insulating layers 212 to 214 and conductors 241 to 245, 251
to 256, and 261 to 265 form three-layered wiring structure.
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An insulating layer 276 is formed to cover the wiring
layers. The transistor 109 and the capacitor 111 are formed
over the insulating layer 276.

The transistor 109 includes an oxide semiconductor layer
271, a conductor 281, a conductor 282, and a conductor 291.
The oxide semiconductor layer 271 includes a channel for-
mation region. The conductor 291 serves as a gate electrode.
The conductors 281 and 282 serve as a source electrode and a
drain electrode, respectively. The conductor 282 is connected
to the inverter 106 via the conductors 251 to 256.

Although not illustrated, the conductor 282 is also con-
nected to an input terminal of the inverter 105 (i.e., a gate
electrode of a transistor forming the inverter 105).

The capacitor 111 is a MIM capacitor, including the con-
ductor 281 and a conductor 292 as electrodes and the insu-
lating layer 277 as a dielectric (insulating film). The insulat-
ing layer 277 also serves as an insulator included in a gate
insulating layer of the transistor 109.

An insulating layer 278 is formed to cover the transistor
109 and the capacitor 111. Conductors 296 and 297 are
formed over the insulating layer 278. The conductors 296 and
297 are connected to the transistor 109 and the capacitor 111,
respectively, and serve as electrodes (wirings) for connecting
these elements to the layered wiring structure. For example,
as illustrated, the conductor 296 is connected to the conductor
261 by the conductors 262 to 265 and a conductor 284, and the
conductor 297 is connected to the conductor 241 by the con-
ductors 242 to 245 and a conductor 283.

The films included in the semiconductor device (i.e., the
insulating film, the semiconductor film, the metal oxide film,
the conductive film, and the like) can be formed by any of a
sputtering method, a chemical vapor deposition (CVD)
method, a vacuum evaporation method, and a pulsed laser
deposition (PLD) method. A coating method or a printing
method can be used. As the CVD method, a plasma-enhanced
chemical vapor deposition (PECVD) method or a thermal
CVD method is used. As the thermal CVD method, a metal
organic chemical vapor deposition (MOCVD) method or an
atomic layer deposition (ALD) method may be used, for
example.

Deposition by the thermal CVD method may be performed
in such a manner that the pressure in a chamber is set to an
atmospheric pressure or a reduced pressure, and a source gas
and an oxidizer are supplied to the chamber at a time and react
with each other in the vicinity of the substrate or over the
substrate. Thus, no plasma is generated in the deposition;
therefore, the thermal CVD method has an advantage that no
defect due to plasma damage is caused.

Each of the insulating layers of the memory device 100 can
be formed using one insulating film or two or more insulating
films. Examples of such an insulating film include an alumi-
num oxide film, a magnesium oxide film, a silicon oxide film,
a silicon oxynitride film, a silicon nitride oxide film, a silicon
nitride film, a gallium oxide film, a germanium oxide film, an
yttrium oxide film, a zirconium oxide film, a lanthanum oxide
film, a neodymium oxide film, a hafnium oxide film, and a
tantalum oxide film.

Note that in this specification, an oxynitride refers to a
substance that contains more oxygen than nitrogen, and a
nitride oxide refers to a substance that contains more nitrogen
than oxygen.

Each of the conductors of the memory device 100 can be
formed using one conductive film or two or more conductive
films. Such conductive films are metal films containing alu-
minum, chromium, copper, silver, gold, platinum, tantalum,
nickel, titanium, molybdenum, tungsten, hafnium, vanadium,
niobium, manganese, magnesium, zirconium, beryllium, and
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the like. Such conductive films can be an alloy film containing
any of these metal elements as a component, a compound film
containing any of these metal elements as a component, or a
polycrystalline silicon film containing an impurity element
such as phosphorus, or the like.

<Another Structure Example of Transistor>

The structures of the Si transistor and the OS transistor
included in the semiconductor device are not limited to those
in FIG. 21A. For example, the OS transistor may include a
back gate.

Alternatively, the OS transistor can have a structure as
illustrated in FI1G. 21B. In F1G. 21B, the transistor 109 further
includes an oxide semiconductor layer 273. A channel is
formed in the oxide semiconductor layer 271 also in the
transistor 109 of FIG. 21B.

To form the transistor 109 of FIG. 21B, the conductors 281
and 282 are formed and then an oxide semiconductor film for
the oxide semiconductor layer 273, an insulating film for the
insulating layer 277, and a conductive film for the conductor
291 are stacked. This stacked films are etched using a resist
mask for etching the conductive film, and the oxide semicon-
ductor layer 273 and the conductor 291 are formed. Here, a
region of the insulating layer 277 which is not covered with
the conductor 292 is removed in the capacitor 111.

For example, in the transistor 109 in FIG. 21A, the oxide
semiconductor layer 271 is formed of two layers of oxide
semiconductor films having different constituent elements. In
this case, the lower layer is formed using an In—Zn-based
oxide film and the upper layer is formed using an In—Ga—
Zn-based oxide film, or each of the lower layer and the upper
layer may be formed using an In—Ga—Zn-based oxide film.

For example, in the case where the oxide semiconductor
layer 271 is formed using two In—Ga—Zn-based oxide
films, one of the films can be formed using an oxide film with
an atomic ratio of In:Ga:Zn=1:1:1, 5:5:6, or 3:1:2, and the
other of the films can be formed using an oxide film with an
atomic ratio of In:Ga:Zn=1:3:2, 1:3:4, 1:3:6, 1:6:4, or 1:9:6.

In FIG. 21B, when the oxide semiconductor layer 271 has
a two-layer structure and the oxide semiconductor layer 273
has a single-layer structure, the transistor 109 may be formed
using an oxide semiconductor film with a three-layer struc-
ture. Also in this case, all or part of the three layers may be
formed using oxide semiconductor films including different
constituent elements, or the three layers may be formed using
oxide semiconductor films including the same constituent
element.

For example, in the case where each of the oxide semicon-
ductor layers 271 and 273 is formed using an In—Ga—Z7n-
based oxide film, each of the lower layer of the oxide semi-
conductor layer 271 and the oxide semiconductor layer 273
can be formed using an oxide film with an atomic ratio of
In:Ga:Zn=1:3:2, 1:3:4, 1:3:6, 1:6:4, or 1:9:6, and the upper
layer of the oxide semiconductor layer 271 can be formed
using an oxide film with an atomic ratio of In:Ga:Zn=1:1:1,
5:5:6, or 3:1:2.

FIG. 22 shows another structure example of a Si transistor
and an OS transistor.

FIG. 22 is a cross-sectional view showing another structure
example of a Si transistor and an OS transistor. In FIG. 22, the
cross section A1-A2 shows the Si transistor 202 and the OS
transistor 109 in the channel length direction (the direction
from the source to the drain), and the cross section A3-A4
shows these transistors in the channel width direction (the
direction perpendicular to the channel length direction). Note
that in the layout, the channel length direction of the transistor
202 does not necessarily agree with that of the transistor 109.
FIG. 22 is for illustrating a cross-sectional structure. In FIG.
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22, the OS transistor 109 including a channel formation
region in an oxide semiconductor film is formed over the
transistor 202 including a single-crystal silicon channel for-
mation region. A single crystal silicon substrate is used as the
substrate 300 in FIG. 22. Note that a plurality of layers with
different conductivities or a well may be stacked over the
substrate 300.

The transistor 202 is electrically isolated from other semi-
conductor elements by an element isolation method. As the
element isolation method, a trench isolation method (a shal-
low trench isolation (STI) method) or the like is used. FIG. 22
illustrates an example where the trench isolation method is
used to electrically isolate the transistor 202. Specifically,
FIG. 22 shows an example in which the transistor 202 is
isolated using an element isolation region 301. The element
isolation region 301 is formed in the following manner: a
trench which is formed in the substrate 300 by etching or the
like is filled with an insulator including silicon oxide or the
like, and then, the insulator is partially removed by etching or
the like.

In a projection of the semiconductor substrate 300 that
exists in a region other than the trench, an impurity region 302
and an impurity region 303 of the transistor 202 and a channel
formation region 304 placed between the impurity regions
302 and 303 are provided. The transistor 202 also includes an
insulating layer 305 covering the channel formation region
304 and a gate electrode 306 that overlaps the channel for-
mation region 304 with the insulating layer 305 placed ther-
ebetween.

In the transistor 202, a side portion and an upper portion of
the projection in the channel formation region 304 overlaps
with the gate electrode 306 with the insulating layer 305
positioned therebetween, so that carriers flow in a wide area
including a side portion and an upper portion of the channel
formation region 304. Thus, the area of the transistor 202 in
the substrate can be small, and the amount of transfer of
carriers in the transistor 202 can be increased. As a result, the
on-state current of the transistor 202 are increased. Suppose
the length of the projection of the channel formation region
304 in the channel width direction (i.e., channel width) is W
and the thickness of the projection of the channel formation
region 304 is T. When the aspect ratio that corresponds to the
ratio of the thickness T to the channel width W is high, a
region where carrier flows becomes wider. Thus, the on-state
current of the transistor 202 is further increased and the field-
effect mobility of the transistor 202 is further increased.

Note that when the transistor 202 is formed using a bulk
semiconductor substrate, the aspect ratio is desirably 0.5 or
more, more desirably 1 or more.

An insulating layer 311 is provided over the transistor 202.
Openings are formed in the insulating layer 311. A conductor
312, a conductor 313, and a conductor 314 that are electrically
connected to the impurity region 302, the impurity region
303, and the gate electrode 306, respectively, are formed in
the openings. The conductor 312 is electrically connected to
a conductor 316 over the insulating layer 311. The conductor
313 is electrically connected to a conductor 317 over the
insulating layer 311. The conductor 314 is electrically con-
nected to a conductor 318 over the insulating layer 311.

An insulating layer 320 is provided over the conductors
316 to 318. An insulating layer 321 having an effect of block-
ing diffusion of oxygen, hydrogen, and water is provided over
the insulating layer 320. An insulating layer 322 is provided
over the insulating layer 321. The transistor 109 is provided
over the insulating layer 321.

Asthe insulating layer 321 has higher density and becomes
denser or has a fewer dangling bonds and becomes more
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chemically stable, the insulating layer 321 has a higher block-
ing effect. The insulating layer 321 having an effect of block-
ing diffusion of oxygen, hydrogen, and water can be formed
using, for example, aluminum oxide, aluminum oxynitride,
gallium oxide, gallium oxynitride, yttrium oxide, yttrium
oxynitride, hafnium oxide, or hafnium oxynitride. The insu-
lating layer 321 having an effect of blocking diffusion of
hydrogen and water can be formed using silicon nitride or
silicon nitride oxide, for example.

The transistor 109 includes an oxide semiconductor layer
330, conductors 332 and 333 in contact with the oxide semi-
conductor layer 330, an insulating layer 331 covering the
oxide semiconductor layer 330, and a gate electrode 334 that
overlaps the oxide semiconductor layer 330 with the insulat-
ing layer 331 placed therebetween. The conductors 332 and
333 function as source and drain electrodes. The conductor
333 is connected to the conductor 318 in an opening formed
in the insulating layers 320 to 332.

In this case, it is possible that an opening is formed in the
insulating layer and a conductor that is in contact with the gate
electrode 334 in the opening is provided over the insulating
layer.

Note that in FIG. 22, the transistor 109 includes the gate
electrode 334 on at least one side of the oxide semiconductor
layer 330. The transistor 109 may also include a gate elec-
trode that overlaps the oxide semiconductor layer 330 with
the insulating layer 322 placed therebetween.

When the transistor 109 includes a pair of gate electrodes,
one of the gate electrodes may be supplied with a signal for
controlling the on/off state, and the other of the gate elec-
trodes may be supplied with another potential independently
of'the one of the gate electrodes. In this case, potentials with
the same level may be supplied to the pair of gate electrodes,
or a fixed potential such as the ground potential may be
supplied only to the other of the gate electrodes. By control-
ling the level of a potential supplied to the other of the gate
electrodes, the threshold voltage of the transistor can be con-
trolled.

In FIG. 22, the transistor 109 has a single-gate structure
where one channel formation region corresponding to one
gate electrode 334 is provided. When a plurality of gate
electrodes electrically connected to each other are provided in
the transistor 109, for example, the transistor 109 can have a
multi-channel structure where a plurality of channel forma-
tion regions are included in one oxide semiconductor layer.

FIG. 22 is an example in which the oxide semiconductor
layer 330 of the transistor 109 has a three-layered structure of
oxide semiconductor layers 330a to 330c. The side surfaces
of'the oxide semiconductor layers 330a and 3305 are covered
with the oxide semiconductor layer 330c. Note that one or
two of the oxide semiconductor layers 330a to 330c may be
omitted. For example, the oxide semiconductor layer 330 of
the transistor 109 may be a single-layered metal oxide film.

Embodiment 3

<<Oxide Semiconductor>>

In this embodiment, the oxide semiconductor used in the
OS transistor will be described.

The channel formation region of the OS transistor is pref-
erably formed using a highly purified oxide semiconductor
(purified OS). A purified OS refers to an oxide semiconductor
obtained by reduction of impurities such as moisture or
hydrogen that serve as electron donors (donors) and reduction
of oxygen vacancies. By highly purifying an oxide semicon-
ductor in this manner, the conductivity type of the oxide
semiconductor can be intrinsic or substantially intrinsic. The
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term “substantially intrinsic” means that the carrier density of
an oxide semiconductor is lower than 1x10'7/cm>. The carrier
density is preferably lower than 1x10'%/cm?, further prefer-
ably lower than 1x10'%/cm>.

By forming the channel formation region using a purified
OS, the normalized off-state current of the OS transistor can
be as low as several yoctoamperes per micrometer to several
zeptoamperes per micrometer at room temperature.

In the oxide semiconductor, hydrogen, nitrogen, carbon,
silicon, and metal elements that are not main components are
impurities. For example, hydrogen and nitrogen form donor
levels to increase the carrier density. Silicon forms impurity
levels in the oxide semiconductor. The impurity level
becomes a trap, which might degrade the electrical charac-
teristics of the OS transistor. It is preferable to reduce the
concentration of the impurities in the oxide semiconductor
and at an interface with another layer.

To make the oxide semiconductor intrinsic or substantially
intrinsic, the oxide semiconductor is preferably highly puri-
fied to approximately any of the following impurity concen-
tration levels. The following impurity concentrations are
obtained by secondary ion mass spectrometry (SIMS) analy-
sis at a certain depth of an oxide semiconductor layer or in a
certain region of the oxide semiconductor. The purified OS
has any of the following impurity concentration levels.

For example, in the case where the impurity includes sili-
con, the concentration of silicon is lower than 1x10'® atoms/
cm?, preferably lower than 5x10'® atoms/cm?, further pref-
erably lower than 1x10'® atoms/cm®.

For example, in the case where the impurity includes
hydrogen, the concentration of hydrogen is lower than or
equal to 2x10°° atoms/cm?, preferably lower than or equal to
5x10*° atoms/cm?, further preferably lower than or equal to
1x10* atoms/cm?, still further preferably lower than or equal
to 5x10'® atoms/cm?.

For example, in the case where the impurity includes nitro-

gen, the concentration of nitrogen is lower than 5x10*° atoms/
cm?®, preferably lower than or equal to 5x10'® atoms/cm®,
further preferably lower than or equal to 1x10'® atoms/cm®,
still further preferably lower than or equal to 5x10'7 atoms/
cm’.
In the case where the oxide semiconductor including crys-
tals contains silicon or carbon at high concentration, the crys-
tallinity of the oxide semiconductor might be lowered. In
order not to lower the crystallinity of the oxide semiconduc-
tor, for example, the concentration of silicon is set lower than
1x10'? atoms/cm?, preferably lower than 5x10"® atoms/cm?,
further preferably lower than 1x10'® atoms/cm®. For
example, the concentration of carbon is set lower than 1x10*°
atoms/cm?, preferably lower than 5x10'® atoms/cm®, further
preferably lower than 1x10"® atoms/cm?>.

As the oxide semiconductor used for the OS transistor, any
of the following can be used: indium oxide, tin oxide, zinc
oxide, an In—Zn-based oxide, a Sn—Zn-based oxide, an
Al—7n-based oxide, a Zn—Mg-based oxide, a Sn—Mg-
based oxide, an In—Mg-based oxide, an In—Ga-based
oxide, an In—Ga—Zn-based oxide (also referred to as
1GZ0), an In—Al—Zn-based oxide, an In—Sn—Zn-based

oxide, a Sn—Ga—Zn-based oxide, an Al-—Ga—Zn-based
oxide, a Sn—Al—Zn-based oxide, an In—Hf—Zn-based
oxide, an In—La—Zn-based oxide, an In—Ce—Zn-based
oxide, an In—Pr—Zn-based oxide, an In—Nd—Zn-based
oxide, an In—Sm—Zn-based oxide, an In—FEu—~Zn-based
oxide, an In—Gd—Zn-based oxide, an In—Tb—Zn-based
oxide, an In—Dy—Z7n-based oxide, an In—Ho—Z7n-based

an In—Er—Zn-based oxide, an In—Tm—Zn-based
an In—Yb—Zn-based oxide, an In—Lu—Zn-based

oxide,
oxide,
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oxide, an In—Sn—Ga—Zn-based oxide, an In—Hf—Ga—
Zn-based oxide, an In—Al—Ga—Zn-based oxide, an
In—Sn—Al—Zn-based oxide, an In—Sn—Hf—Zn-based
oxide, and an In—Hf—Al—Zn-based oxide.

For example, an In—Ga—Zn-based oxide means an oxide
containing In, Ga, and Zn, and there is no limitation on the
ratio of In, Ga, and Zn. The In—Ga—Zn-based oxide may
contain a metal element other than In, Ga, and Zn. An oxide
semiconductor having an appropriate composition may be
formed in accordance with needed electrical characteristics
(e.g., field-effect mobility and threshold voltage).

For example, an In—Ga—Z7n-based oxide with an atomic
ratio of In:Ga:Zn=1:1:1, In:Ga:Zn=1:3:2, In:Ga:Zn=3:1:2, or
In:Ga:Zn=2:1:3, or an oxide whose composition is in the
neighborhood of the above composition is preferably used. In
this specification, the atomic ratio of the oxide semiconductor
varies within a range of £20% as an error.

For example, in the case where an In—Ga—Zn-based
oxide is formed by sputtering, it is preferable to use an
In—Ga—7n-based oxide target with an atomic ratio of
In:Ga:Zn=1:1:1, 5:5:6,4:2:3,3:1:2, 1:1:2,2:1:3, 1:3:2, 1:3:4,
1:6:4, or 3:1:4 as an In—Ga—7n-based oxide deposition
target. When an In—Ga—Z7n-based oxide semiconductor
film is deposited using such a target, a crystal part is formed
in the oxide semiconductor film easily. The filling factor
(relative density) of such a target is preferably higher than or
equal to 90%, further preferably higher than or equal to 95%.
With a target having a high filling factor, a dense oxide semi-
conductor film can be deposited.

For example, it is preferable to use an In—Z7n-based oxide
target with an atomic ratio of In:Zn=50:1 to 1:2 (a molar ratio
of In,0;:Zn0=25:1 to 1:4) as an In—Zn-based oxide depo-
sition target. The atomic ratio of In:Zn is preferably 15:1 to
1.5:1 (the molar ratio of In,0;:Zn0=3:4 to 15:2). For
example, in an In—7n-based oxide deposition target with an
atomic ratio of In:Zn:0—X:Y:Z, the relation Z>1.5X+Y is
preferably satisfied. The mobility of an In—Z7n-based oxide
film can be increased by keeping the ratio of Zn within the
above range.
<Structure of Oxide Semiconductor Film>

A structure of the oxide semiconductor film is described
below. In the following description of a crystal structure, the
term “parallel” indicates that the angle formed between two
straight lines is greater than or equal to —10° and less than or
equalto 10°, and accordingly also includes the case where the
angle is greater than or equal to —5° and less than or equal to
5°. The term “substantially perpendicular” indicates that the
angle formed between two straight lines is greater than or
equal to 80° and less than or equal to 100°, and accordingly
also includes the case where the angle is greater than or equal
to 85° and less than or equal to 95°. Further, the trigonal and
rhombohedral crystal systems are included in the hexagonal
crystal system.

An oxide semiconductor film is classified roughly into a
single-crystal oxide semiconductor film and a non-single-
crystal oxide semiconductor film. The non-single-crystal
oxide semiconductor film includes any of a c-axis aligned
crystalline oxide semiconductor (CAAC-OS) film, a poly-
crystalline oxide semiconductor film, a microcrystalline
oxide semiconductor film, an amorphous oxide semiconduc-
tor film, and the like.
<CAAC-OS Film>

First, a CAAC-OS film is described.

The CAAC-OS film is an oxide semiconductor film includ-
ing a plurality of crystal parts.

In a transmission electron microscope (TEM) image of the
CAAC-O0S film, a boundary between crystal parts, that is, a
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clear grain boundary is not observed. Thus, in the CAAC-OS
film, a reduction in electron mobility due to the grain bound-
ary is less likely to occur.

According to the TEM image of the CAAC-OS film
observed in a direction substantially parallel to a sample
surface (cross-sectional TEM image), metal atoms are
arranged in a layered manner in the crystal parts. Each metal
atom layer reflects unevenness of a surface over which the
CAAC-OS film is formed (hereinafter, such a surface is
referred to as a formation surface) or a top surface of the
CAAC-OS film, and is arranged parallel to the formation
surface or the top surface of the CAAC-OS film.

On the other hand, according to the TEM image of the
CAAC-OS film observed in a direction substantially perpen-
dicular to the sample surface (plan-view TEM image), metal
atoms are arranged in a triangular or hexagonal configuration
in the crystal parts. However, there is no regularity of arrange-
ment of metal atoms between different crystal parts.

FIG. 23A is a cross-sectional TEM image of a CAAC-OS
film. FIG. 23B is a cross-sectional TEM image obtained by
enlarging the image of FIG. 23A. In FIG. 23B, atomic
arrangement is highlighted for easy understanding.

FIG. 23C is Fourier transform images of regions each
surrounded by a circle (the diameter is approximately 4 nm)
between A and O and between O and A' in FIG. 23A. C-axis
alignment can be observed in each region in FIG. 23C. The
c-axis direction between A and O is different from that
between O and A', which indicates that a grain in the region
between A and O is different from that between O and A'. In
addition, between A and O, the angle of the c-axis continu-
ously and gradually changes from 14.3°, 16.6° t0 30.9°. Simi-
larly, between O and A', the angle of the c-axis continuously
changes from -18.3°, -17.6°, to -11.3°.

Note that in an electron diffraction pattern of the CAAC-
OS film, spots (luminescent spots) having alignment are
shown. For example, spots are observed in an electron dif-
fraction pattern (also referred to as a nanobeam electron dif-
fraction pattern) of the top surface of the CAAC-OS film
which is obtained using an electron beam with a diameter of,
for example, larger than or equal to 1 nm and smaller than or
equal to 30 nm (see FIG. 24B).

From the results of the cross-sectional TEM image and the
plan TEM image, alignment is found in the crystal parts in the
CAAC-OS film.

Most of the crystal parts included in the CAAC-OS film
each fit into a cube whose one side is less than 100 nm. Thus,
there is a case where a crystal part included in the CAAC-OS
film fits into a cube whose one side is less than 10 nm, less
than 5 nm, or less than 3 nm. Note that when a plurality of
crystal parts included in the CAAC-OS film are connected to
each other, one large crystal region is formed in some cases.
For example, a crystal region with an area of larger than or
equal to 2500 nm?, larger than or equal to 5 um?, or larger than
or equal to 1000 um? is observed in some cases in the planar
TEM image.

The CAAC-OS film is subjected to structural analysis with
an X-ray diffraction (XRD) apparatus. For example, when the
CAAC-OS film including an InGaZnO,, crystal is analyzed by
an out-of-plane method, a peak appears frequently when the
diffraction angle (2 6) is around 31°. This peak is derived
from the (009) plane of the InGaZnO, crystal, which indicates
that crystals in the CAAC-OS film have c-axis alignment, and
that the c-axes are aligned in a direction substantially perpen-
dicular to the formation surface or the top surface of the
CAAC-OS film.

On the other hand, when the CAAC-OS film is analyzed by
an in-plane method in which an X-ray enters a sample in a
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direction substantially perpendicular to the c-axis, a peak
appears frequently when 26 is around 56°. This peak is
derived from the (110) plane of the InGaZnO, crystal. Here,
analysis (¢ scan) is performed under conditions where the
sample is rotated around a normal vector of a sample surface
as an axis (¢ axis) with 20 fixed at around 56°. In the case
where the sample is a single crystal oxide semiconductor film
of InGaZnO,, six peaks appear. The six peaks are derived
from crystal planes equivalent to the (110) plane. In contrast,
in the case of a CAAC-OS film, a peak is not clearly observed
even when ¢ scan is performed with 260 fixed at around 56°.

According to the above results, in the CAAC-OS film hav-
ing c-axis alignment, while the directions of a-axes and
b-axes are different between crystal parts, the c-axes are
aligned in a direction parallel to a normal vector of a forma-
tion surface or a normal vector of a top surface. Thus, each
metal atom layer which is arranged in a layered manner and
observed in the cross-sectional TEM image corresponds to a
plane parallel to the a-b plane of the crystal.

Note that the crystal part is formed concurrently with depo-
sition of the CAAC-OS film or is formed through crystalliza-
tion treatment such as heat treatment. As described above, the
c-axis of the crystal is aligned in a direction parallel to a
normal vector of a formation surface or a normal vector of a
top surface of the CAAC-OS film. Thus, for example, in the
case where the shape of the CAAC-OS film is changed by
etching or the like, the c-axis might not be necessarily parallel
to a normal vector of a formation surface or a normal vector of
a top surface of the CAAC-OS film.

Further, distribution of c-axis aligned crystal parts in the
CAAC-OS film is not necessarily uniform. For example, in
the case where crystal growth leading to the crystal parts of
the CAAC-OS film occurs from the vicinity of the top surface
of the CAAC-OS film, the proportion of the c-axis aligned
crystal parts in the vicinity of the top surface is higher than
that in the vicinity of the formation surface in some cases.
Further, when an impurity is added to the CAAC-OS film, a
region to which the impurity is added is altered, and the
proportion of the c-axis aligned crystal parts in the CAAC-OS
film varies depending on regions, in some cases.

Note that when the CAAC-OS film with an InGaZnO,
crystal is analyzed by an out-of-plane method, a peak may
also be observed at 20 of around 36°, in addition to the peak
at 20 of around 31°. The peak at 20 of around 36° indicates
that a crystal having no c-axis alignment is included in part of
the CAAC-OS film. It is preferable that in the CAAC-OS film,
apeak appear at 20 of around 31° and a peak do not appear at
20 of around 36°.

The CAAC-OS film is an oxide semiconductor film having
low impurity concentration. The impurity is an element other
than the main components of the oxide semiconductor film,
such as hydrogen, carbon, silicon, or a transition metal ele-
ment. In particular, an element that has higher bonding
strength to oxygen than a metal element included in the oxide
semiconductor film, such as silicon, disturbs the atomic order
of'the oxide semiconductor film by depriving the oxide semi-
conductor film of oxygen and causes a decrease in crystallin-
ity. Furthermore, a heavy metal such as iron or nickel, argon,
carbon dioxide, or the like has a large atomic radius (molecu-
lar radius), and thus disturbs the atomic order of the oxide
semiconductor film and causes a decrease in crystallinity
when it is contained in the oxide semiconductor film. Note
that the impurity contained in the oxide semiconductor film
might serve as a carrier trap or a carrier generation source.

The CAAC-OS film is an oxide semiconductor film having
a low density of defect states. In some cases, oxygen vacan-
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cies in the oxide semiconductor film serve as carrier traps or
serve as carrier generation sources when hydrogen is captured
therein.

The state in which impurity concentration is low and den-
sity of defect states is low (the number of oxygen vacancies is
small) is referred to as a “highly purified intrinsic” or “sub-
stantially highly purified intrinsic” state. A highly purified
intrinsic or substantially highly purified intrinsic oxide semi-
conductor film has few carrier generation sources, and thus
can have a low carrier density. Thus, a transistor including the
oxide semiconductor film rarely has negative threshold volt-
age (is rarely normally on). The highly purified intrinsic or
substantially highly purified intrinsic oxide semiconductor
film has few carrier traps. Accordingly, the transistor includ-
ing the oxide semiconductor film has little variation in elec-
trical characteristics and high reliability. Electric charge
trapped by the carrier traps in the oxide semiconductor film
takes a long time to be released, and might behave like fixed
electric charge. Thus, the transistor which includes the oxide
semiconductor film having high impurity concentration and a
high density of defect states has unstable electrical character-
istics in some cases.

In an OS transistor including the CAAC-OS film, changes
in electrical characteristics of the transistor due to irradiation
with visible light or ultraviolet light are small. Thus, the
transistor has high reliability.
<Microcrystalline Oxide Semiconductor Film>

Next, a microcrystalline oxide semiconductor film is
described.

In an image obtained with a TEM, crystal parts cannot be
found clearly in the microcrystalline oxide semiconductor
film in some cases. In most cases, the size of a crystal part
included in the microcrystalline oxide semiconductor film is
greater than or equal to 1 nm and less than or equal to 100 nm,
or greater than or equal to 1 nm and less than or equal to 10
nm. A microcrystal with a size greater than or equal to 1 nm
and less than or equal to 10 nm, or a size greater than or equal
to 1 nm and less than or equal to 3 nm is specifically referred
to as nanocrystal (nc). An oxide semiconductor film including
nanocrystal is referred to as an nc-OS (nanocrystalline oxide
semiconductor) film. In an image of the nc-OS film obtained
with a TEM, for example, a crystal grain boundary cannot be
found clearly in some cases.

In the nc-OS film, a microscopic region (e.g., a region with
a size greater than or equal to 1 nm and less than or equal to 10
nm, in particular, a region with a size greater than or equal to
1 nm and less than or equal to 3 nm) has a periodic atomic
order. The nc-OS film does not have regularity of crystal
orientation between different crystal parts. Thus, the orienta-
tion of the whole film is not observed. Accordingly, in some
cases, the nc-OS film cannot be distinguished from an amor-
phous oxide semiconductor film depending on an analysis
method. For example, when the nc-OS film is subjected to
structural analysis by an out-of-plane method with an XRD
apparatus using an X-ray having a diameter larger than that of
a crystal part, a peak that shows a crystal plane does not
appear. Furthermore, a halo pattern is shown in an electron
diffraction pattern (also referred to as a selected-area electron
diffraction pattern) of the nc-OS film obtained by using an
electron beam having a probe diameter (e.g., larger than or
equal to 50 nm) larger than the diameter of a crystal part.
Meanwhile, spots are shown in a nanobeam electron diffrac-
tion pattern of the nc-OS film obtained by using an electron
beam having a probe diameter close to, or smaller than the
diameter of a crystal part. Furthermore, in a nanobeam elec-
tron diffraction pattern of the nc-OS film, regions with high
luminance in a circular (ring) pattern are shown in some
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cases. Also in a nanobeam electron diffraction pattern of the
nc-OS film, a plurality of spots are shown in a ring-like region
in some cases (see FIG. 24B).

Since the nc-OS film is an oxide semiconductor film having
more regularity than the amorphous oxide semiconductor
film, the nc-OS film has a lower density of defect states than
the amorphous oxide semiconductor film. However, there is
no regularity of crystal orientation between different crystal
parts in the nc-OS film; hence, the nc-OS film has a higher
density of defect states than the CAAC-OS film.

Note that an oxide semiconductor film may be a stacked
film including two or more films of an amorphous oxide
semiconductor film, a microcrystalline oxide semiconductor
film, and a CAAC-OS film, for example.

In the case where the oxide semiconductor film has a plu-
rality of structures, the structures can be analyzed using nano-
beam electron diffraction in some cases.

However, even when the substance 28 is a CAAC-OS film,
a diffraction pattern that is partly similar to that of an nc-OS
film is observed in some cases. Therefore, whether or not a
CAAC-OS film is favorable can be determined by the propor-
tion of a region where a diffraction pattern of a CAAC-OS
film is observed in a predetermined area (also referred to as
proportion of CAAC). In the case of ahigh quality CAAC-OS
film, for example, the proportion of CAAC is higher than or
equal to 60%, preferably higher than or equal to 80%, further
preferably higher than or equal to 90%, still further preferably
higher than or equal to 95%. Note that a proportion ofa region
where a pattern different from that of a CAAC-OS film is
referred to as the proportion of non-CAAC.

For example, transmission electron diffraction patterns
were obtained by scanning a top surface of a sample including
a CAAC-OS film obtained just after deposition (represented
as “as-sputtered”) and a top surface of a sample including a
CAAC-O0S subjected to heat treatment at 450° C. in an atmo-
sphere containing oxygen. Here, the proportion of CAAC was
obtained in such a manner that diffraction patterns were
observed by scanning for 60 seconds at a rate of 5 nm/second
and the obtained diftraction patterns were converted into still
images every 0.5 seconds. Note that as an electron beam, a
nanobeam with a probe diameter of 1 nm was used. The above
measurement was performed on six samples. The proportion
of CAAC was calculated using the average value of the six
samples.

The proportion of CAAC of the CAAC-OS film obtained
just after the deposition was 75.7% (the proportion of non-
CAAC was 24.3%). The proportion of CAAC of the CAAC-
OS film subjected to the heat treatment at 450° C. was 85.3%
(the proportion of non-CAAC was 14.7%). These results
show that the proportion of CAAC obtained after the heat
treatment at 450° C. is higher than that obtained just after the
deposition. That is, heat treatment at a high temperature (e.g.,
higher than or equal to 400° C.) reduces the proportion of
non-CAAC (increases the proportion of CAAC). Further, the
above results also indicate that even when the temperature of
the heat treatment is lower than 500° C., the CAAC-OS film
can have a high proportion of CAAC.

Here, most of diffraction patterns different from that of a
CAAC-OS film are diffraction patterns similar to that of an
nc-OS film. Furthermore, an amorphous oxide semiconduc-
tor film was not able to be observed in the measurement
region. Therefore, the above results suggest that the region
having a structure similar to that of an nc-OS film is rear-
ranged by the heat treatment owing to the influence of the
structure of the adjacent region, whereby the region becomes
CAAC.
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FIGS. 24C and 24D are planar TEM images of the CAAC-
OS film obtained just after the deposition (as-sputtered) and
the CAAC-OS film subjected to the heat treatment at 450° C.,
respectively. Comparison between FIGS. 24C and 24D shows
that the CAAC-OS film subjected to the heat treatment at
450° C. has more uniform film quality. That is, the heat
treatment at a high temperature improves the film quality of
the CAAC-OS film.

With such a measurement method, the structure of an oxide
semiconductor film having a plurality of structures can be
analyzed in some cases.

Embodiment 4

The above-described arithmetic processing unit including
a memory device can be used for various semiconductor
devices and electronic appliances. Examples of such elec-
tronic devices are display devices, personal computers, and
image reproducing devices provided with recording media
(devices that read image data of recording media such as
digital versatile discs (DVDs) and have displays for display-
ing images). Other examples are mobile phones, game con-
soles including portable game consoles, portable information
terminals, e-book readers, cameras such as video cameras and
digital still cameras, goggle-type displays (head mounted
displays), navigation systems, audio reproducing devices
(e.g., car audio systems and digital audio players), copiers,
facsimiles, printers, and multifunction printers. FIGS. 25A to
25F each illustrate specific examples of these electronic
devices.

FIG. 25A is an external view illustrating a structure
example of a portable game machine. A portable game
machine 400 includes a housing 401, a housing 402, a display
portion 403, a display portion 404, a microphone 405, speak-
ers 406, an operation key 407, a stylus 408, and the like.

FIG. 25B is an external view illustrating a structure
example of a portable information terminal. A portable infor-
mation terminal 410 includes a housing 411, ahousing 412, a
display portion 413, a display portion 414, a joint 415, an
operation key 416, and the like. The display portion 413 is
provided in the housing 411, and the display portion 414 is
provided in the housing 412. The housings 411 and 412 are
connected to each other with the joint 415, and an angle
between the housings 411 and 412 can be changed with the
joint415. Images displayed on the display portion 413 may be
switched in accordance with the angle at the joint 415
between the housing 411 and the housing 412. Note that the
display portion 413 and/or the display portion 414 may be
touch panels.

FIG. 25C is an external view illustrating a structure
example of a laptop. A personal computer 420 includes a
housing 421, a display portion 422, a keyboard 423, a point-
ing device 424, and the like.

FIG. 25D is an external view illustrating a structure
example of an electric refrigerator-freezer. The electric
refrigerator-freezer 430 includes a housing 431, a refrigerator
door 432, a freezer door 433, and the like.

FIG. 25E is an external view illustrating a structure
example of a video camera. The video camera 440 includes a
housing 441, a housing 442, a display portion 443, operation
keys 444, a lens 445, a joint 446, and the like. The operation
keys 444 and the lens 445 are provided in the housing 441,
and the display portion 443 is provided in the housing 442.
The housing 441 and the housing 442 are connected to each
other with the joint 446, and an angle between the housing
441 and the housing 442 can be changed with the joint 446.
The direction of an image on the display portion 443 may be
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changed and display and non-display of an image may be
switched depending on the angle between the housing 441
and the housing 442.

FIG. 25F is an external view illustrating a structure
example of a motor vehicle. The motor vehicle 450 includes
a car body 451, wheels 452, a dashboard 453, lights 454, and
the like.

The memory device in the above embodiments can be used
for a cache memory, a main memory, or a storage of various
kinds of arithmetic processing unit (e.g., a CPU, a microcon-
troller, a programmable device such as FPGA, and an RFID
tag).

This implementation can be implemented in appropriate
combination with any of the other implementations and the
like.

This application is based on Japanese Patent Application
serial no. 2013-216907 filed with Japan Patent Office on Oct.
18,2013, the entire contents of which are hereby incorporated
by reference.

What is claimed is:

1. An arithmetic processing unit comprising:

a memory cell array comprising memory cells in a matrix,

each of the memory cells comprising:

a first inverter;

a second inverter;

a transistor; and

a capacitor,

wherein an output of the first inverter is directly or indi-
rectly input to the second inverter,

wherein an output of the second inverter is directly or
indirectly input to the first inverter,

wherein an output of the first inverter or the second
inverter is directly or indirectly input to the capacitor
via the transistor,

a circuit,

wherein the circuit performs a first processing to supply
power to the memory cells and transfer data from the
capacitors to the first inverters or the second inverters,
and

wherein the circuit performs a second processing to
supply the power to the memory cells and transfer
data from the first inverters or the second inverters to
the capacitors,

wherein when data in any memory cell in a first region of

the memory cell array is not rewritten after the first
processing, the circuit stops to supply the power to the
memory cells in the first region without the second pro-
cessing, and

wherein when data in at least one memory cell in the first

region of the memory cell array is rewritten after the first
processing, the circuit performs the second processing
and stops to supply the power to the memory cells in the
memory cell array.

2. The arithmetic processing unit according to claim 1,

wherein a signal for identifying the first region of the

memory cell array and a signal for instructing data writ-
ing to the memory cell array are input to the circuit.

3. The arithmetic processing unit according to claim 1,

wherein the circuit is connected to a plurality of wirings,

wherein each of the plurality of wirings is connected to a

gate of the transistor in the memory cell, and

wherein the first processing and the second processing are

performed by changing potentials of the plurality of
wirings.

4. The arithmetic processing unit according to claim 1,

wherein the transistor comprises a channel formation

region in an oxide semiconductor.



US 9,257,173 B2

29

5. The arithmetic processing unit according to claim 1,

wherein the transistor comprises a channel formation

region in a semiconductor film.

6. The arithmetic processing unit according to claim 1,

wherein the circuitincludes an SR flip flop and an AOI gate,

wherein an output of the SR flip flop is input to the AOI
gate, and

wherein an output of the AOI gate determines output of the

circuit.

7. A driving method of an arithmetic processing unit
including a first inverter, a second inverter, a transistor, and a
capacitor in each of memory cells arranged in a matrix in a
memory cell array,

wherein an output of the first inverter is directly or indi-

rectly input to the second inverter,

wherein an output of the second inverter is directly or

indirectly input to the first inverter, and

wherein an output of the first inverter or the second inverter

is directly or indirectly input to the capacitor via the
transistor,

comprising the steps of:

performing a first process for supplying power to the

memory cells and transferring data from the capacitors

to the first inverters or the second inverters; and
performing a second process for supplying the power to the

memory cells in a first region of the memory cell array
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and transferring data from the first inverters or the sec-
ond inverters to the capacitors, when any of the memory
cells in the first region is rewritten after the first process,
wherein supplying the power to the memory cells is
stopped without the second process, when any of the
memory cells in the first region is not rewritten after the
first process.
8. The driving method of an arithmetic processing unit,
according to claim 7,
wherein the arithmetic processing unit is configured to
determine that data is rewritten in any of the memory
cells in the first region, when a signal for identifying the
first region of the memory cell array and a signal for
instructing data writing to the memory cell array are
input at the same time.
9. The driving method of an arithmetic processing unit,
according to claim 7,
wherein the first process and the second process are per-
formed by changing a potential of a gate of the transistor.
10. The driving method of an arithmetic processing unit,
according to claim 7,
wherein the transistor comprises a channel formation
region in an oxide semiconductor.
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